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Abstract

Cluster computing has emerged as a viable alternative to massively parallel super-
computers to cope with the computing demands of scientists and HPC application
developers. Cluster machines, built on top of Commodity Off The Shelf compo-
nents and based on open source software are becoming very popular. It is thus
important to characterize the performance of these machines and to investigate
the scalability of numerical algorithms when large numbers of processors are allo-
cated.

In this paper, we present a performance characterization of a large Linux clus-
ter, that is, the IBM NetFinity located at the Maui High Performance Computing
Center. The aim of this study is to evaluate the performance benefits to a few
numerical applications resulting from specialized high bandwidth communication
components, i.e., Myrinet switches, over a typical Beowulf cluster based on Ether-
net networking. Our performance characterization study focused on the behavior
of a few numerical kernels and of a climate model benchmark whose performance
relies on complex iterations among various parallel algorithms. We investigated
the scalability of the benchmarks under various hardware and software configura-
tions.

The study of overheads on the overall performance of a few numerical kernels
deriving from different processor allocation policies concludes this paper.



1 Introduction

Exploiting the cumulative computing capability of workstations and PCs has been
pursued for a long time, as an inexpensive solution for delivering high performance
to many scientific and industrial applications. The underlying idea is to allow
parallel applications to be executed over a set of independent systems connected
via local area networks [20]. Various approaches such as distributed concurrent
computing [27], network of workstations [2, 7], Beowulf architectures [6, 26],
and the multicomputer operating system [5, 16] have been proposed to design
machines with better performance and flexibility.

Cluster machines, built on top of commodity off the shelf components and
initially developed by research centers as prototype machines are nowadays be-
coming very popular. The increasing performance of commodity components and
the availability of interconnection networks able to link a large number of such
components have fueled the development of cluster machines. The development
of specialized hardware and software components tuned for matching the demands
of HPC applications have resulted in cluster machines approaching the supercom-
puters’ performance and ranked among the top 500 most powerful supercomput-
ers. Many studies [1, 3, 4, 9, 12, 14, 19, 21, 28, 29] present the characteristics of
different cluster machines.

The fact that hardware vendors now offer scalable cluster machines also testi-
fies to the maturity of cluster computing as a cost effective solution for the high
performance needs of scientists and numerical engineers.

The success [15] of cluster architectures is also related to the large availability
of their building components, as well as their community support. The maturity of
open source software which addresses the operating system, commodity libraries,
and development tools, has significantly contributed to that popularity. Indeed,
open source software eases the portability of application code between different
cluster architectures by providing a flexible common environment for application
development. Moreover, parallel applications developed for traditional massively
parallel supercomputers can be easily adapted to run on cluster machines.

It is thus important to evaluate the performance offered by these machines.
This paper presents a detailed study of the performance achieved by the large IBM
NetFinity cluster at the Maui High Performance Computing Center [23] on vari-
ous scientific benchmarks. Although we have analyzed the performance of a spe-
cific machine, our results have a broader applicability. Indeed, the IBM NetFinity
adopts a typical cluster architecture based on Intel Pentium processors intercon-
nected via both Myrinet and Ethernet networks, and the Linux operating system.

The aim of our study is to characterize cluster performance under various sci-
entific workload and system configurations. For such a purpose, we have analyzed
the times spent in communication, computation, and resource contentions activi-
ties when a large number of processors has been allocated to different numerical
kernels.

The paper is organized as follows. Section 2 provides an overview of the
hardware and software testbed environments and describes our methodological ap-



proach to the performance characterization. Section 3 describes the performance
achieved by the analyzed benchmarks. The impact of different processor alloca-
tion policies on the benchmark performance is presented in Section 4. Finally,
Section 5 summarizes the performance behavior of the Linux cluster and outline
future works.

2 Experimental Environment and Methodology

A large number of cluster machines are nowadays proposed as a viable alternative
to traditional parallel supercomputers for scientific and industrial computing. It is
thus important to evaluate the performance that cluster machines actually deliver
to number intensive applications.

The objective of this study is to benchmark a Linux cluster with large numbers
of processors allocated to very popular scientific and numerical testbed kernels.
For such a purpose, we have investigated the performance of a state of the art
Linux supercluster, that is the IBM NetFinity [25] at the Maui High Performance
Computing Center. This machine is a cluster composed of 260 nodes running
Linux as operating system. Each node houses 1Gbyte of memory and two Intel
Pentium III processors clocked at 933Mhz. Nodes are connected via both a high
performance Myrinet switch [24] and a Fast 100Mbps Ethernet network. The clus-
ter ranks among the largest and most powerful Linux clusters. The HPC cluster
environment includes the Maui Scheduler Open Cluster Software [22], for exe-
cuting applications on dedicated nodes, and optimized middleware drivers for the
Myrinet interconnection network. Communications over Ethernet are managed by
the p4 [10] facility embedded in the MPI communication library.

As testbed kernels we have considered a few kernels from the well known Park-
Bench [18] and NAS Parallel Benchmarks [30] suites, as well as a more complex
climate model benchmark, that is the PSTSWM v6.7.2 [8] from the Oak Ridge
National Laboratory. These kernels resemble the performance of very popular
numerical algorithms which are widely adopted by many scientific and industrial
applications. A brief description of each analyzed kernel is provided in Table 1.

The analyzed kernels range from the simple Embarrassingly Parallel routine
(i.e., EP) consisting of 306 lines of C language up to a quite complex climate
model (i.e., pstswm) composed of 204 routines accounting for 30,055 lines of
Fortran 77.

Our approach to the benchmarking and performance evaluation of the IBM
NetFinity is based on an experimental approach. The actual performance achieved
by this machine has been measured by monitoring the executions of the testbed
kernels. Such a monitoring consists of collecting the times spent in computation
and communication activities by the main routines of each analyzed kernel. An
ad-hoc monitoring system has been developed in order to minimize the perturba-
tions, in kernel executions due to monitoring activities. We have then monitored
the execution of various kernels varying the number of processors allocated, the
problem size, the processor allocation policy, and the interconnection network.



Table 1: Overview of the analyzed kernels

Kernel Description

comms1 ping-pong communications between a pair of processors using
explicit send and receive directives. (ParkBench suite)

comms2 ping-pong communications between a pair of processors using full
duplex point-to-point data exchanges. (ParkBench suite)

BT multiple, independent, non diagonally dominant, block tridiagonal
equations iterative solver. (NAS suite)

EP integral computing by means of pesudorandom trials derived by
applying a typical Monte Carlo process. (NAS suite)

LU triangular factorization of a matrix by a SSOR relaxation schema.
(NAS suite)

MG V-cycle multigrid algorithm applied to a two dimensional discrete
Poisson problem. (NAS suite)

pstswm nonlinear shallow water equations on a rotating sphere.
(PSTSWM suite)

The measurements, collected by such a monitoring activity, have been analyzed
with the aim to benchmark the machine and to derive workload models [11, 13].
The derived performance figures have been related to machine and benchmark
characteristics.

Our methodology is based on a bottom-up characterization of the performance
of the Linux cluster. As a starting point, basic communication performance on
node-to-node communications will be analyzed. The performance of a few nu-
merical algorithms, such as those implemented by the NAS Parallel Benchmark
kernels have been investigated. Further insights into the performance of the ma-
chine are then derived by analyzing the behavior of a complex benchmark, that is,
the pstswm climate model simulation.

Note that our study is aimed at evaluating the behavior of production runs of
various kernels from measurements collected on testbed runs. The main differ-
ence between testbed and production runs is that testbed runs compute only a few
time steps of the solution. Hence, statistical techniques have been applied to mea-
sured timings in order to “sanitize” them, that is, to minimize the impact of non
deterministic random effects. Measurements have then repeated several times, de-
pending on individual kernel characteristics. Statistical outlier deletion, based on
the 99�� percentile, was then applied to these measures with the aim to discard
anomalous values. Mean values and coefficients of variation have been used to
analyzes the actual behavior of the phenomenon under investigation.
Performance models, summarizing the behavior of measured activities, have been
derived by means of statistical clustering techniques [17]. Each kernel execution
is then described by a component, that is, a tuple of parameters which represent



various timings and performance figures related to that execution. Clustering par-
titions all components into homogeneous groups, i.e., clusters, which are charac-
terized by similar parameters’ values. These cluster are described by both their
centroids, which are the averages of the component values and the correspond-
ing indices of variation (e.g., the standard deviations). Each centroid provides a
compact description of all the components belonging to its group. We have ap-
plied clustering techniques to identify executions with similar behaviors. These
behaviors have been related with machine and application parameters.

3 Performance Analysis

Communication cost, that is, the time spent by the processors in exchanging data,
is among the most critical factors which affect the overall performance of paral-
lel and distributed applications. Hence, as a preliminary step to benchmark the
Linux cluster we have analyzed the performance of basic MPI communication di-
rectives. The basic ping-pong communication kernels, from the ParkBench suite
have been used for such a purpose. In particular, we have analyzed the perfor-
mance of comms1 kernel which is based on blocking communication protocols,
that is, MPI Send and MPI Recv and the behavior of the comms2 kernel, based
on point-to-point data redistribution, that is, the MPI Sendrecv directive. In the
comms1 kernel, a processor (i.e., the master), sends a message to its neighbor
(i.e., the slave) which, in turn, after receiving the message sends it back to the
sender. Communication time, on a per message basis, is then derived by halving
the time elapsed on the master from the start of MPI Send to the end of the match-
ing MPI Recv. Note that since each IBM NetFinity node houses two processors,
the performance of the communication activities also depends on physical loca-
tion issues. Indeed, communications between processors located on the same node
(i.e., local processors) are based on shared memory paradigms. whereas commu-
nications among processors belonging to different nodes (i.e., remote processors)
are performed over the interconnection network. Communication libraries, such
as MPI, automatically uses of the most appropriate communication paradigms.
Figure 1 shows the communication times, as a function of the message size, for re-
mote ��� and local ��� processors. Red and green plot refer to communication over
Myrinet and Ethernet, respectively. Logarithmic scales have been used on both
axes to represent message size ranging from one byte up to 10MB and commu-
nication time varying from tens of microseconds up to hundreds of milliseconds.
From the figure it can be seen that Myrinet outperforms Ethernet in remote proces-
sors communications. Small messages, i.e., less than 100 bytes experience almost
only latency times, that is, about 18�� and 97�� for communication over Myrinet
and Ethernet, respectively. When exchanging large messages, i.e., about 100KB,
Myrinet is faster than Ethernet by a factor ranging from 5 to 15, depending on the
length of the message. We have noticed an unexpected result in the Myrinet behav-
ior: messages exchanged between local processors account for longer times with
respect to messages exchanged between remote processors. For example, commu-
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Figure 1: Communication times over Myrinet (red crosses) and Ethernet (green
stars) networks for both remote ��� and local ��� processors.



nication time for small messages between local processors are 10% longer than
for small messages between remote processors. This difference increases as mes-
sage size increases. Exchanging a message of 1MB of data when communication
take place between remote and local processors requires 6.23�� and 11.67��,
respectively.

Further insights into the behavior of the communication performance can be
derived by comparing the communication time accounted by explicit MPI Send
and MPI Recv directives with the corresponding time of the MPI Sendrecv direc-
tive. Figure 2 plots these times, on a per message size, for communication over
Myrinet. We noticed that the explicit MPI Send/MPI Recv directives achieve bet-
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Figure 2: Communication time, on a per message size basis, for MPI Sendrecv
(red crosses) and MPI Send and MPI Recv (green stars) over Myrinet

ter performance than MPI Sendrecv. Indeed, it experienced an overhead of about
20% with respect to explicit MPI Send and MPI Recv directives for message size
up to 10KB. As message size increases so does the difference in the performance.
For example, exchanging 10MB of data with MPI Send and MPI Recv requires
59.67��, whereas the corresponding MPI Sendrecv accounts for 136.41��.
Communications over Ethernet with MPI Sendrecv also result in a performance
loss. However such a performance loss is less marked, being in the order of about
8% for message up to 100KB.

As a further step towards the characterization of the performance of the Linux
cluster we have analyzed the behavior of the performance achieved by a few well
know numerical benchmarks. In particular, Section 3.1 presents the performance
analysis of a few numerical kernels from the NAS Parallel Benchmarks, whereas
the performance of the pstswm climate model is discussed in Section 3.2.



3.1 Performance analysis of a few numerical algorithms

The NAS Parallel Benchmarks is a well know suite of very popular numerical
algorithms which resemble the performance of the computational cores of many
industrial and scientific applications. In this section we present a detailed perfor-
mance study of a few NAS kernels with the aim at investigating the differences
in the performance behavior due to the characteristics of the interconnection net-
work. As a preliminary step we have analyzed the performance requirements of
these kernels. Table 2 provides a static description of the amount of computa-
tion performed by each kernel. As can be seen, the computing needs of the ker-

Table 2: Static characterization of analyzed NAS kernels.

Kernel Problem size Iterations MFLOP

BT 64�64�64 200 168275.6
EP 536870912 9 536.8
LU 64�64�64 250 119298.7
MG 256�256�256 4 3889.3

nels ranges from 536.8MFLOP, for the embarrassingly parallel EP kernel, up to
168.2GFLOP required by the BT equation solver. We have analyzed the execution
of each kernel over both Myrinet and Ethernet networks, varying the number of
allocated processors from 4 to 128.

Figure 3 plots the time spent in computation activities for each execution. The
color identifies the kernel, while the shape of the points refers to execution over
Myrinet (square) or over Ethernet (stars). Note that both the number of allocated
processors and the computation times are plotted with logarithmic scales. As can
be seen from the figure, the computation times accounted by the various kernels
scale proportionally with the number of processors allocated to their executions.
Indeed, these computation times can be approximated by:

�������� �
��

�

where �������� is the computation time, expressed in milliseconds, � is the number
of allocated processors (� � � � ���), and �� is the model parameter. The value
this parameter is derived for each kernel: �� � ���	���� for BT, �� � ������

for EP, �� � 	���	�� for EP, �� � ������
 for LU, and �� � �
���� for MG.
Such a parameter is related to the amount of computation to be distributed among
the allocated processors.

In order to get further insights into the behavior of the performance delivered
by the IBM NetFinity we have then focused our analysis on the times accounted for
communication activities by the four kernels. For such a purpose, Figure 4 shows,
for each kernel execution, the time spent in communication as a function of the
number of allocated processors. Colors and symbol shapes are used as in Figure 3.
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Communications over Myrinet are at least 5 times faster that their Ethernet coun-
terparts for almost all kernel executions. A rather surprising result shown in the
figure is that, executions over Myrinet of the LU kernels with up to 32 allocated
processors experience longer communication times than their Ethernet counter-
parts. To explain this phenomenon we have analyzed the communication activities
performed by the LU executions. Two communication policies are responsible for
all data exchanges, namely blocking send/blocking receive and blocking send/non
blocking receives. Hence, all data is sent by the MPI Send directive, whereas
on the destination side, MPI Recv (i.e., blocking receive) and MPI Irecv together
with MPI Wait (i.e., non blocking receive) are used. In what follows we focus our
analysis to the executions with 8 processors. Figure 5 summarizes the volume of
data managed by each communication protocol. As can be seen from the figure,

50.0% Send (120MB)
15.9% Recv  (38MB)
34.1% Irecv  (82MB)

Figure 5: Volume of data transfered by each protocol.

most of the data is received with the non blocking communication protocol. The
kernel uses these communication protocols with very different message sizes. In-
deed, the average message size of MPI Recv is about 1KB, whereas MPI Irecv
collects messages with an average size of about 130KB.
The communication activities, presented in Figure 5 account for 166.20� and 38.73�
on execution over Myrinet and Ethernet, respectively.

Figure 6 shows the breakdown of the communication times on a per proto-
col basis. The percentage reported for each protocol refers to the fraction of the
overall communication time accounted by that protocol. The length of each bar
is proportional to the time accounted by the given protocol. The main difference
between the two executions is in the time spent by the MPI Recv protocol. In-
deed, in the execution over Myrinet such a protocol accounts for 137.1�, whereas
in the corresponding execution over Ethernet it accounts for 19.6� only. Note
that various factors are involved in these communication times, such as, the pecu-
liarities of the middleware communication software, hardware characteristics, the
physical location of the allocated nodes, as well as delays in the behavior of the
allocated processors. In order to derive further insights into the performance of the
communication protocols we have analyzed the behavior of the LU behavior with
larger numbers of processors allocated. For example, on the execution with 128
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Figure 6: Breakdown of the communication time accounted by executions of the
LU kernel with 8 processors over Myrinet and Ethernet.

processors the performance experienced by Myrinet is superior than its Ethernet
counterpart. Figure 7 shows the time spent in each communication protocol for
such an execution over both the interconnection networks.

The performance of MPI Recv over Myrinet is greatly increased in the exe-
cution with 128 processors with respect to the 8 processors one. In the execution
with 128 processors MPI Recv occurred about 56,000 times with an average mes-
sage size of 235 bytes. We can identify in the reduction of the message size a
possible explanation of this very different performance behavior. This conclusion
is also substantiated by the comparison with the performance achieved by the ex-
ecution of the LU kernel with 4 processors. In this execution MPI Recv occurred
31,000 times for collecting messages of about 1240 bytes. When this communica-
tion protocol is used over Myrinet its performance is about 10 time worse than its
performance over Ethernet.

3.2 Performance Analysis of a climate benchmark

The performance achieved by real-live applications relies on the complex iterations
of their embedded algorithms. In this section we discuss the behavior of the IBM
Linux cluster on a complex climate model benchmark, that is, the pstswm kernel
from the Oak Ridge National Laboratory. Many numerical algorithms, including
distributed FFT, Gaussian integrations, and spectral transformation methods are
used to solve the non linear shallow water equations. Performance figures related
to various testbed simulations, varying the size of the physical grid, the number
of simulated time steps, as well as the number of allocated processors, have been
analyzed. In particular, we have analyzed grid size ranging from 128�64�NVER
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to 512�128�VER, with NVER being the number of vertical levels and varying
from 1 to 16. The performance requirement for simulating one time step of these
two grid bounds with NVER=1 is 4MFLOP and 153MFLOP, respectively.

As a preliminary overview of the performance achieved by the Linux cluster,
we have benchmarked the machine with a set of simulations varying the simulation
grid and the number of time steps. Figure 8 shows the computation and commu-
nication times accounted by the full set of benchmarks (i.e., 76 simulations), as a
function of the number of processors allocated to the benchmark executions over
both Myrinet and Ethernet. Color identifies the interconnection network (red for
Myrinet and green for Ethernet), whereas crosses and stars refer to computation
and communication times, respectively. Computation times accounted over both
the two interconnection network are identical. On the other hand, there is a large
difference (i.e., a factor of about five) in the times spent in communication ac-
tivities over the two interconnection networks. The longer communication times
for kernel executions over Ethernet limit the number of processors to be allocated.
Indeed, allocating more than 64 processors does not lead to any performance im-
provement.

Figure 9 shows the breakdown of execution times of each analyzed simula-
tion. Timings are related to an execution with 32 processors over Myrinet. Colors
highlight the contributions due to computation (blue) and communication activi-
ties (red). Problem IDs ranging from 1 to 16 refer to small grid (e.g., 128�64)
simulations in which the number of vertical levels is varied from 1 to 16. Prob-
lem IDs from 17 up to 32 refer to the longer simulations of these grids. Problems
from 33 to 64 are similar to problems 1 to 32 but with intermediate grid (e.g.,
256�128), whereas IDs from 65 to 70 refer to large grids (e.g., 512�256). The
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last 6 problems refer to small grid with different physical simulation parameters.
Several performance parameters have been measured for each simulation. These
measures have then been normalized by considering their averages on a per sim-
ulation time step basis. We have applied statistical clustering to the measures
collected on all the 456 simulations executed varying the number of allocate pro-
cessors from 4 up to 128. Two clusters characterize all the simulations executed
over either Myrinet or Ethernet. Table 3 presents the centroids of each cluster.
The parameters n sim, n comms, and ndata refer to the number of simulation
within each cluster, and to the average number of communications and to the aver-
age volume of exchanged data, in each of these simulations. Time parameters, that
is, �����, ���	
, and ����� refer to the average time accounted by each simulation

Table 3: Centroids of the identified clusters.

Myrinet Ethernet
Cluster 1/2 Cluster 2/2 Cluster 1/2 Cluster 2/2

n sim 384 72 408 48
����� 52.65 642.13 68.00 862.07
����� 5.43 30.20 14.25 30.57
�	��
 3.38 210.58 24.54 953.30
n comms 90 37 88 29
ndata (MB) 1.59 9.53 1.83 11.44
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for computing, transmitting, and receiving activities, respectively.
From the table, we can see that most of the simulations (both on Myrinet and

Ethernet executions) are grouped in the first cluster. These simulations are charac-
terized by short computation and communication times. Nevertheless, these sim-
ulations issue a larger number of communication directives with respect to their
Cluster 2 counterparts. In turn, although the simulations within Cluster 2 issue
fewer communications they exchange about 6 times the volume of data exchanged
by the simulations within Cluster 1.

4 Overheads of Processor Allocation Policies

As a further characterization of the performance achieved by the IBM NetFin-
ity cluster, we have studied the impact of the processor allocation policies on the
various kernel execution times. As previously stated, the cluster consists of 260
nodes, each of them housing two processors. MPI applications, in turn, are com-
posed of tasks to be allocated to the various processors. Two allocation policies
are thus available: either one or two application tasks can be assigned to each
node. When one task only is assigned to each node, both processors might concur
to the execution of such a task. Indeed, when a task requires operating system



calls, they might activate some concurrent processes/threads. In this case, the op-
erating system will then schedule all these processes/threads on both processors.
For example, communication routines might require network daemon services for
managing the communication activities, such as, in the p4 parallel programming
library used for communications over Ethernet.

We have seen that the behavior of the embarrassingly parallel EP kernel over
Myrinet does not experience any significative performance difference between the
two allocation policies until a large number of processors is allocated. Indeed,
we have noticed that varying the allocation policies results in differences smaller
than 5% of the overall execution time. On the other hand, runs with more then
32 processors, experience a dramatic increase of the wall clock times when both
the processors available on each node are allocated. For example, a run with 64
nodes (i.e., 128 processors) is characterized by an overall execution time of ������,
whereas the execution times decreases to ����	� in a run with 128 processors over
128 nodes. This difference is not explained in terms of a decrease of the communi-
cation time that is equal to ����� and ���, respectively. Pure computation time,
such as, the time spent by EP in computing Gaussian deviates, increases of about
12% in runs with 64 nodes. Such an increase can be explained in terms of both
the contentions due to accesses to the memory which is shared among the two pro-
cessors of each node, and the concurrent execution of operating system processes.
It is worth noting that when a node has a “spare” processor, such a processor can
be used to execute operating system processes. Hence, being fixed the number
of allocated nodes, the benefit of sharing the computation among all the available
processors might not lead to any performance improvement. For example, allo-
cating 64 processors on 64 nodes results in an wall clock time of ������, whereas
allocating all the 128 processors available on the considered 64 nodes results in an
increased wall clock time of ������.

Runs of EP over Ethernet also lead to similar results, although significant per-
formance degradations are experienced with smaller numbers of processors. For
example, runs with 32 processors over 16 and 32 nodes results in wall clock times
of ������ and ������, respectively.

Figure 10 shows the profiling of two runs of the BT kernel with 100 proces-
sors. For each run, the figure shows the four most time consuming routines, which
account for 99% of the overall execution time. The size of the problem solved
by each run is the same, that is, a 162�162�162 matrix. The two runs differ in
the number of node the allocated processors belong to, that is, 100 and 50 nodes,
respectively.

Note that the run on 50 nodes is 44% longer than the run on 100 nodes. As
can be seen from the figure, this difference is mainly due to increases in the times
spent in computation activities. Contentions for memory access within each node
are responsible for this performance degradation.



Figure 10: Profiling and breakdown of the execution times in their computation
and communication components of two BT runs with 100 processors,
allocated on 50 and 100 nodes, respectively.

5 Conclusions

Cluster computing has emerged as a viable alternative to massively parallel super-
computers to cope with the computing demands of scientists and HPC application
developers. In this paper we have presented an experimental evaluation study of
the performance that a typical cluster machine actually delivers to scientific and
industrial applications. Statistical techniques, such as clustering and fitting, have
been used to characterize the actual performance of the machine.

In particular, we have investigated the performance of a few numerical algo-
rithms, as well as the impact of different processor allocation policies on their
performance. As a rule of thumb, Myrinet outperforms the standard Ethernet in-
terconnection network. However, when a large number of messages is simultane-
ously exchanged among a few processors Myrinet experiences severe performance
degradations. An in depth analysis of this phenomenon has identified that the per-
formance of simultaneously concurrent blocking receives over Myrinet is strongly
influenced by the size of exchanged messages. Note that as already stated various
factors, such as hardware, software and synchronization issues are responsible for
such an unexpected outcome.

Another rather surprising outcome has been derived from our analysis: com-
munications between processors housed in the same node take longer times than
communication between processors located in different nodes. Performance issues
related to the Intel SMP architecture are responsible for such a phenomenon.

Finally, experimental measures collected during the execution of various bench-
marks have substantiated that allocating all the processors available on each node
results in performance losses.

Future work will be dedicated to the performance characterization of Linux
clusters under more complex real live applications, as well as, to characterize the



performance of different processor architecture, such as, AMD Athlon.
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