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Abstract Loops represent the core of most ap�

plications in that they contain the bulk of the

computations� An e�cient parallelization of loops

leads to good overall performance of the applica�

tions� High Performance Fortran provides a set of

directives to be used to exploit the potential paral�

lelism of the code� Our studies focus on the analy�

sis of the performance of INDEPENDENT loops with

the aim of pointing out the e�ciency of the com�

piler as a function of the various HPF directives�

Performance improvements achievable by means

of the REUSE directive are also investigated�
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� Introduction

The introduction of High Performance For�
tran �HPF� ���� �	� has changed the program�
ming approach adopted in distributed mem�
ory parallel systems
 HPF provides the lan�
guage support required by Single�Program
Multiple�Data applications which deal both
with regular problems as well as with irreg�
ular problems characterized by indirect data
accesses

The potential parallelism of the application
is expressed by means of the HPF directives

Compilers have then to take advantage of
these directives to choose the most appro�

�This work was supported in part by the Euro�
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priate strategies to distribute data and work
among the allocated processors and to gener�
ate the parallel code� which will also contain
explicit communications
 In particular� com�
pilers have to�

� partition the data sets into subsets� each
of which is assigned to a processor de�

ned as the owner of the subset itself�

� distribute the computations such that
each processor only executes the oper�
ations onto the data it owns�

� insert� into the generated parallel code�
explicit message passing communication
statements in order for the processors to
access non�local data


As a consequence� the performance of HPF
applications depends on the e�ciency of the
compiler and of its runtime system

In this paper we focus on the study of

the performance of a few kernels with par�
ticular emphasis to the characterization of
INDEPENDENT loops
 Loops represent the core
of most applications� in that they contain
the bulk of the computations
 Moreover�
depending on the directives associated to
INDEPENDENT loops� di�erent parallelization
strategies can be applied by the compiler
and di�erent performance can be achieved

Our studies are aimed at the characterization
of the performance of the inspector�executor
strategy adopted by the compiler and at the
analysis of the performance improvements
achievable by means of the REUSE directive

This work is part of the Esprit Long Term



Research project �HPF��� whose aim is to
develop an HPF�like language �HPF�� and
its compiler for optimizing advanced HPF ap�
plications

The paper is organized as follows
 Sec�

tion 	 describes the main characteristics of
INDEPENDENT loops in the framework of the
HPF� language and compiler
 Experimental
results dealing with the evaluation of these
loops with respect to the inspector�executor
strategy are presented in Section �
 The per�
formance improvements obtained by applying
the REUSE directive are discussed in Section �

A few conclusions are 
nally drawn in Sec�
tion �


� INDEPENDENT loop charac�
terization

As already pointed out� the e�cient paral�
lelization of loops is a crucial aspect for appli�
cations to achieve good performance on par�
allel systems

In what follows we provide a brief overview of
the directives speci
c for the parallelization of
loops
 Such directives� which are part of the
HPF� language ���� are also part of the ker�
nels developed within the HPF� project and
used as a target for our performance studies

The INDEPENDENT directive asserts that the
iterations in the following DO loop may be ex�
ecuted independently �e
g
� in parallel� with�
out changing the semantics of the application

An INDEPENDENT loop� in turn� may contain
a NEW clause which declares local variables
used and updated within each iteration with�
out causing loop�carried dependencies

The use of the INDEPENDENT�NEW directives
by themselves may not be enough for the
compiler to generate an e�cient parallel code

The ON clause provides compilers with an ex�
tra aid in choosing the most appropriate work
distribution� that is� the most e�cient map�
ping of loop iterations to processors
 Indeed�
this clause speci
es exactly which processor is

�More information can be found at
http���www�par�univie�ac�at�hpf	�

going to execute which iterations
 Moreover�
when a reduction operation is executed across
a set of iterations to assign the computed re�
sult to a scalar variable� a dependence is in�
troduced
 This dependence is solved by using
the REDUCTION directive


The compiler of the HPF� language is
based on extensions of the Vienna Fortran
Compilation System �VFCS� ���
 The par�
allelization of irregular INDEPENDENT loops
adopts the inspector�executor strategy which
combines compile�time and run�time analy�
ses ���� ���
 Communications required to ac�
cess non�local data are performed outside the
loop
 This means� for example� that non�
local assignments within an iteration can be
committed to the processors that own that
particular data only at the end of the loop

The inspector�executor strategy transforms
the execution of an INDEPENDENT loop into

ve phases� namely� the work distributor� the
inspector� the gather� the executor� and the
scatter
 The work distributor deals with the
computation of the execution set� that is�
each processor computes the set of loop it�
erations to be executed
 The inspector per�
forms a run�time analysis of the loop in order
to generate the appropriate communication
schedules
 The gather is responsible of the
communications required to access non�local
data used within the loop
 The executor rep�
resents the actual computation to be done on
the execution set
 Finally� the scatter deals
with the communications required to update
the non�local data modi
ed in the loop

Note that� in the current implementation of
VFCS� both the work distributor and the ex�
ecutor do not contain any communication at
all
 Furthermore� the scatter phase is only re�
quired when the REDUCTION directive and�or
the ON clause are used


In such a framework� many performance is�
sues need to be addressed
 In particular� the
in�uence on the performance of HPF� di�
rectives and of the parallelization strategies
adopted by the compiler has to be studied

All these issues are easily addressed within
the HPF� project because VFCS provides



all the facilities for instrumenting and moni�
toring HPF� kernels and because of the in�
tegration of VFCS with Medea performance
tool ���� ���
 Medea provides quantitative and
qualitative information about the behavior
and the performance of these kernels
 More�
over� such an integration allows a source�level
analysis of their performance where mea�
sures about the various phases of the inspec�
tor�executor strategy applied by the compiler
are also derived

In the following sections� we discuss these

performance issues by analyzing two kernels
which represent the main functional units of
the PAM�CRASH solver ���
 All experimen�
tal results are obtained by running the kernels
on the Meiko CS�	HA� located at the VCPC
in Vienna


� Performance issues of the

inspector�executor strat�
egy

In this section we study two INDEPENDENT

loops which are part of a kernel developed
by NEC Europe
 Our objective is the char�
acterization of the inspector�executor strat�
egy �see Section 	�� both from a quantitative
and a qualitative viewpoint
 The NEC kernel
performs a shell element calculation� it con�
tains the stress�strain calculations over 	����
elements� driven by changing nodal points�
and the accumulation of the resulting forces
as nodal quantities
 The two parallel loops
considered in our analysis represent the core
of the kernel
 They are executed only once�
that is� the derived results represent a one�
shot timestep

Figure � shows the basic structures of the
two loops �hereafter referred to as loop�

and loop�� which di�er in that the 
rst one
does not contain any REDUCTION directive

As a consequence� the parallel code gener�
ated by the compiler for loop� contains only
four phases of the inspector�executor strat�
egy since the 
nal scatter does not need to
be performed


Figure 	 shows the overall execution times
of the two analyzed loops� and the times
spent in each of the phases originated by the
compiler
 The times refer to runs with �� ���
and �	 processors
 The times of the work
distributor phase are negligible� the behavior
of all the other phases but the executor does
not re�ect any particular trend
 Indeed� in
the case of loop� the execution time of the
inspector phase shows a decreasing behav�
ior with respect to the number of allocated
processors
 In our example� these times are
�
���� �
	��� and �
	�� seconds� respectively

In the second loop� the execution times of the
inspector phase are �
���� �
��� and �
���
seconds� for the three runs
 We have also
noticed that these times always exhibit a de�
creasing behavior when the number of allo�
cated processors varies from � to ��� and an
increasing behavior when the number of pro�
cessors grows from �� up to �	
 The gather
and scatter phases do not re�ect any partic�
ular trend
 This is a consequence of the com�
munication activities that take place within
these phases
 When communications are in�
volved to exchange information across all the
allocated processors� the behavior of the un�
derlying interconnection network is not de�
terministic


On the contrary� the time spent by the ex�
ecutor exhibits a monotonic decreasing be�
havior �see Fig
 ��
 As can be seen� this time
scales quite well as a function of the number
of allocated processors
 Indeed� the actual
computations to be performed on each pro�
cessor decrease as the number of processors
increases� this is due to the reduction in the
execution set
 Since no communications are
required within the executor� the time spent
within this phase is proportional to the num�
ber of iterations executed by each processor


The communication activities that result
from the inspector�executor strategy have
been analyzed from a functional viewpoint�
that is� for each phase the type of the com�
munications performed has been identi
ed


As already pointed out� the work distribu�
tor and the executor� where the actual com�



�HPF� INDEPENDENT� NEW������ �HPF� INDEPENDENT� NEW������� REDUCTION�F�

DO IEL � ��NUMEL	 DO IEL � �� NUMEL	
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DO I � �� 
 DO I � �� �
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END DO END DO

CALL MFORCE������ END DO

DO I � �� �

F�I�NN�� � F�I�NN�� � FORCE�I���

������

END DO

END DO

�a� �b�

Figure �� Basic structures of loop� �a� and loop� �b� of the NEC kernel


Figure 	� Overall execution times �in seconds� of the two loops and times of the phases of the
inspector�executor strategy




Figure �� Times spent by the executor phase
of loop� as a function of the number of allo�
cated processors


putations take place� do not contain any com�
munication at all
 The inspector phase re�
sults in six di�erent communication types�
namely� four point�to�point and two collec�
tive communications
 The gather and scatter
phases contain calls to one type of collective
communications only
 Regardless of the num�
ber of allocated processors� the communica�
tion times for both loops are dominated by
collective communications� which always ac�
count for about ��� of the total communica�
tion time
 Note that these communications
highly stress the interconnection network
since each processor has to exchange data
with all the other processors
 Figure � shows
the times spent by each of the processors allo�
cated to an ��processors run while perform�
ing the collective communications within the
inspector phase �Allreduce� and within the
gather and the scatter phases �Alltoall�� re�
spectively
 As can be seen� synchronization
losses among the processors arise
 For ex�
ample� processor p� takes �
��� seconds to
perform the two collective communications is�
sued within the inspector phase �Allreduce�
and �
��� seconds to perform the three col�
lective communications within the gather and
the scatter phases �Alltoall�
 On the other
hand� processor p� takes �
��� and �
��	 sec�
onds� respectively


Figure �� Times �in seconds� spent by each
of the � allocated processors in collective
communications within the inspector phase
�Allreduce� and within the gather and the
scatter phases �Alltoall� of loop�


All these experimental results have shown
that the performance of the inspec�
tor�executor strategy is highly in�uenced by
the communication times which do not scale
as the number of processors increases
 More�
over� we have noticed that the overall cost of
the inspector�executor strategy is quite large
and typically dominates the actual computa�
tion time of the loop
 As we will see� the use
of HPF� directives� such as REUSE� can dras�
tically reduce the cost of this parallelization
strategy


� Performance issues of the
REUSE directive

In this section� the performance improve�
ments achievable by means of HPF� lan�
guage support are presented
 In particular�
our analysis focuses on the REUSE directive�
as applied in a kernel developed by ESI
 This
kernel contains an INDEPENDENT loop �see
Fig
 �� which is iterated �	� times by means
of a time marching scheme
 At each itera�
tion� the same patterns for accessing non�



local data are used
 In such a case� the REUSE
directive asserts that a schedule computation
is not needed since a previously computed
schedule can be reused ����
 Hence� the in�
spector phase is executed during the 
rst it�
eration of the time marching scheme only


�HPF� INDEPENDENT� ON HOME�IY�	�I��� NEW������

DO I � �� N
NODE

�����

XL��� � X���IY�	�I��

XL�	� � X�	�IY�	�I��

�����

VL��� � V���IY�	�I��

VL�	� � V�	�IY�	�I��

�����

CALL FORCEI������

�����

END DO

Figure �� Basic structure of the loop of the
ESI kernel


The achievable performance improvements
have been tested on various runs of the ker�
nel without and with the REUSE directive
 In
Figure �� the overall execution times of the
loop without and with the REUSE directive are
presented as a function of the number of allo�
cated processors
 The attained reduction in
execution times is always larger than ���

The overall execution time of the loop to�

gether with the times spent in the 
ve phases
of the inspector�executor strategy are pre�
sented in Table �
 These times� expressed in
seconds� refer to runs with �	 processors
 The
relative performance improvement in execu�
tion time obtained by means of the REUSE di�
rective is equal to ��
���
 As can be seen�
the main gain is due to the reduction in the
time of the inspector phase
 This time ac�
counts for ��� of the overall execution time
of the loop executed without the REUSE direc�
tive
 This percentage reduces to �� with the
REUSE directive

The percentages of the times spent in the


ve phases of the inspector�executor strat�
egy with respect to the overall execution time
have also been analyzed
 Figure � shows the

No Reuse

Reuse

3632282420
0.00

16 60
# processors

116.47

87.33

58.22

29.11

time [s]

561284 40 44 48 52

Figure �� Execution times of the ESI loop
without and with the REUSE directive


contributions of each phase for runs with ��
processors� without and with the REUSE direc�
tive� respectively
 Execution times are equal
to ��
�� and to 		
�� in the two cases
 As
can be seen� there is a sharp decrease in the
time spent in the inspector phase� which is
executed just once
 With the REUSE direc�
tive� the executor phase accounts for �	
���
of the overall execution time� this percentage
decreases to �	
		� when these directives are
not used


Figure �� Breakdown of the overall execution
time of the ESI loop� without and with the
REUSE directive� in runs with �� processors


In Figure �� the behavior of the times spent
by the inspector� by the gather� by the execu�
tor and by the scatter� varying the number of
allocated processors from � to �� and using



Table �� Overall execution times �in seconds� of the ESI loop and times of the 
ve phases of the
inspector�executor strategy in runs with �	 processors


inspector�executor phases
overall work distributor inspector gather executor scatter

No Reuse 	�
��� �
��	 �	
�	� �
��� �
��� 	
���

Reuse ��
	�� �
��� �
��� �
��� �
	�� 	
���

the REUSE directive� is presented


The actual computation time scales quite well
when increasing the number of processors
 As
can be seen� the time spent to gather non�
local data increases with the number of allo�
cated processors
 Similar behavior has been
recognized in runs without the REUSE direc�
tive


Figure �� Breakdown of the overall execution
time of the ESI loop� with the REUSE direc�
tive� varying the number of allocated proces�
sors


� Conclusions

Irregular INDEPENDENT loops represent the
core of most parallel applications
 Their over�
all performance are determined by the ef�

ciency achieved by the inspector�executor
strategy adopted by compilers when paral�

lelizing such loops
 This strategy may result
in unoptimized code when appropriate direc�
tives are not provided as part of the language

The experimental studies presented in this
paper have focused on the characteriza�
tion of the �costs� associated to the in�
spector�executor strategy with the objectives
of pointing out the in�uence of the vari�
ous HPF� directives and the overhead in�
troduced by the compiler
 The communica�
tion costs highly in�uence the performance of
INDEPENDENT loops� since the communication
times do not scale as the number of allocated
processors increases

A large reduction of the overhead associated
to the inspector�executor strategy can be
achieved by using the HPF� REUSE directive

Future work will be dedicated to the study of
the performance of new language directives as
implemented by the compiler and used within
kernels
 This analysis will be made possible
because of the integration between a paral�
lel compiler �VFCS� and a performance tool
�Medea�


References

��� C
 Koelbel� D
 Loveman� R
 Schreiber�
G
 Steele� and M
 Zosel
 The High Per�

formance Fortran Handbook
 The MIT
Press� Cambridge� ����


�	� High Performance Fortran Forum
 High
Performance Fortran Language Speci
�
cation � Version 	
�
 Technical Report�
Rice University� January ����
 available
at� http���www
crpc
rice
edu�HPFF�




��� S
 Benkner and H
 Zima
 HPF� Initial
Language De
nition
 Technical Report
D	
�a� Institute for Software Technology
and Parallel Systems� University of Vi�
enna� June ����


��� S
 Benkner and H
 Zima
 Extension
of VFCS for the compilation of project
benchmarks Vers
�
 Technical Report
D	
	a� Institute for Software Technology
and Parallel Systems� University of Vi�
enna� January ����


��� J
 Saltz� K
 Crowley� R
 Mirchandaney�
and H
 Berryman
 Run�time schedul�
ing and execution of loops on message
passing machines
 Journal of Paral�

lel and Distributed Computing� ��	������
��	� ����


��� C
 Koelbel and P
 Mehrotra
 Compil�
ing global name�space parallel loops for
distributed execution
 IEEE Transac�

tions on Parallel and Distributed Sys�

tems� 	������������ October ����


��� M
 Calzarossa� L
 Massari� A
 Merlo�
M
 Pantano� and D
 Tessera
 Medea�
A Tool for Workload Characterization
of Parallel Systems
 IEEE Parallel

and Distributed Technology� ������	����
����


��� M
 Calzarossa� L
 Massari� A
 Merlo�
and D
 Tessera
 Parallel Performance
Evaluation� the MEDEA Tool
 In
H
 Lidell� A
 Colbrook� B
 Hertzberger�
and P
 Sloot� editors� High�Performance

Computing and Networking� volume
���� of Lecture Notes in Computer Sci�

ence� pages �		��	�
 Springer�Verlag�
����


��� J
 Clinckemaillie� B
 Elsner� G
 Lons�
dale� S
 Meliciani� S
 Vlachoutsis� F

de Bruyne� and M
 Holzner
 Per�
formance Issues of the Parallel PAM�
CRASH Code
 The International Jour�

nal of Supercomputer Applications and

High Performance Computing� ��������
��� ����


���� S
 Benkner� P
 Mehrotra� J
 Van
Rosendale� and H
 Zima
 High�Level
Management of Communication Sched�
ules in HPF�like Languages
 Technical
Report TR ����� Institute for Software
Technology and Parallel Systems� Uni�
versity of Vienna� April ����




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


