Multivariate analysis of Web content changes
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Abstract—News websites are expected to deliver in a timely Section IV summarizes the main characteristics of our
manner the latest stories as well as their latest developmen datasets, whereas the experimental results are presented i

Thereby, tools, such as, search engines, need to cope witlesle g tions V. Finally, some conclusions and future research
rapid and frequent content changes by adjusting their crawing directi di d in Section VI
activities accordingly. In this paper we explore and model he Irections are discussed in section Vi.

properties and temporal behavior of the content changes of

three major news websites. The dynamics of the changes is Il. RELATED WORK
characterized by large fluctuations and significant differeces
from day to day and from hour to hour. However, a certain Web dynamics is a challenging problem with important

degree of similarity in the overall patterns of each website . ,icaions in many application domains. In the literatur
exists. In particular, the application of multivariate analysis

techniques allows Us to identify groups of days with similar this topic has been addressed under diﬁerenF perspectives
change patterns, thus allowing for the customization of the ~Several papers (see, e.g., [10], [17], [19]) mainly focus on

crawling policies adopted by search engines. aspects, such as, degree of Web document changes and
presence of clustered changes, whereas others (seedg.g., [
|. INTRODUCTION [6], [8], [18]) study the rate of change of Web content. A

Web content is characterized by an increased dynamiéomprehensive survey of the major research issues in Web
nature and complex usage patterns that make its manageméttnamics is presented by Ke et al. [16] in the framework
and retrieval rather challenging [5]. The content of a weebsi Of four dimensions, namely, size, pages, link structured, a
changes whenever something new is posted or existingSer interests.
content is updated or removed. The frequency of these To study Web dynamics, Brewington and Cybenko [4]
changes varies from site to site and from time to time.consider properties, such as, frequency and nature of mod-
In the case of news and e-commerce websites, it has bedfications of Web pages. Further characteristics, e.gk lin
shown [21] that a large fraction of objects does not changétructure over time, rate of creation of new pages and new
within a timescale of a week, whereas objects that changedistinct content as well as rate of change of the content
within the timescale of a day are characterized by shoritself, are explored in [18] by analyzing weekly snapshots
freshness times. To meet users expectations, search sngir@@llected on some 150 websites for one year. Adar et al.
have to cope with this variability, index Web content in apresent in [1] a fine grain characterization of the evolution
timely manner and minimize, at the same time, the costs foef Web content that focuses on the nature of changes, i.e.,
its download, storage and management. It is then importarthanges to content and structure of Web pages. Stable and
for these tools to take into account the temporal behavior oflynamic content within each page are then identified.
the content changes in their crawling strategies. Rate and degree of changes are the basic features selected

In this paper we investigate the properties and the tempdn [10] for investigating the evolution of Web pages. This
ral patterns of the content changes of three news websgites. large scale experimental study shows that whenever Web
particular, multivariate analysis techniques allow us tdel ~ pages change, they usually change only in their markup or in
the behavior of the hourly changes across days and identifirivial ways. In addition, document size is a strong preatict
groups of days with similar patterns. Note that even thougtof both frequency and degree of change. In particular, large
our study focuses on news websites, the approach proposddcuments tend to change more often and more extensively
here is general enough and encompasses the behavior atidn smaller ones. Similarly, some well defined patterns
temporal evolution of any type of Web content. are identified in the rates of page creations and updates

The paper is organized as follows. Section Il presentstudied in [6], where most updates involve a small fraction
an overview of the literature on the issues related to Welnf the page content, and few are more extensive. In [7]
dynamics. The multivariate analysis techniques applied tdhe evolution of Web content is addressed under a different
model the change patterns are briefly described in Sect. llperspective, that is, by considering its novelty, namebyy h



fast and to what extent a single page and the entire collectioanalysis. Hence, the centroids, i.e., the geometric ceiter
of pages posted on websites are modified. the individual groups, can be used as the representatives of
Other important aspects investigated in the framework othe change patterns of the websites.
Web dynamics refer to the relationships and associations
between dynamics and user accesses. Castillo et al. [9] have
recently analyzed the life cycle of news articles posted on Our datasets refer to three major news websites, namely,
line to identify classes of news stories and evaluate théhe websites owned by the CNidnd MSNBC cable news
user behavior. The amount and type of changes to Webhannels and by the Reutéresews agency. We crawled
page content and the corresponding user visit behaviogach site every 15 minutes for several weeks by initially
considered in [2], show that different visit patterns reten downloading their front pages. We then extract the hyper-
with different kinds of change, for example, with the rate oflinks contained in these pages and iteratively recrawl! the
change of interesting content. sites by following these hyperlinks and downloading the
Our work complements and enhances the studies onorresponding pages. A snapshot of a website then includes
Web dynamics previously described. The main contributiorpages posted since the previous download as well as pages
of this paper is two-fold. We characterize and model thealready downloaded and whose hyperlinks are still present
properties of Web content changes over time and applyn the front pages.
multivariate analysis techniques for classifying the @en  For our crawling activities we implement a shell script
patterns of the various days. based on the open soureget software package [11] to
download the pages using the HTTP protocol. The number
of pages downloaded from each site does not vary signifi-
The methodological approach adopted for the analysis ofantly across snapshots, whereas it varies across sites.
Web content changes relies on the application of various Let us remark that each Web page consists of a template
multivariate analysis techniques. These techniques allowind a large variety of dynamic content, such as, images,
us to investigate and discover the main characteristics dbanners, videos, advertisements, often customized adogord
the content changes and model their temporal propertieso users preferences, whose number and change patterns vary
More specifically, as a preliminary step of our exploratoryfrom page to page and from time to time. In our study,
analysis, we examine the change patterns for detectingnstead of focusing on the dynamics of the entire page, we
outliers, that is, unusual and anomalous observations thainalyze what we consider the most important part of a news
might be present in the collected data. Statistical teakesq story, that is, its textual content. Hence, after each doaah|
applied in combination with visualization techniques work we parse the Web pages to extract their content. Note that in
well for this purpose. We point out that whenever outlierswhat follows with the term Web page we refer to its textual
are detected, it is usually advisable to remove them to avoidontent only.
any perturbation in the following analysis. After each download, we analyze the pages for detect-
Moreover, to highlight similarities in the number of ing possible updates. More specifically, among the various
changes across hours and days, multivariate analysis techretrics used to determine the similarity between documents
niques, such as, clustering [14], are applied in conjunctio our detection mechanisms rely on the cosine coefficient of
with Principal Component Analysis (PCA) [15]. In partic- similarity [20] and on the edit distance [13]. Both metrics
ular, PCA is applied to reduce the dimensionality of theare computed between consecutive instances of a given page.
data, while retaining as much as possible their variation, Table | summarizes the results of our crawling activities.
whereas clustering techniques are used to identify grotips &ven though the three websites offer the same type of
homogeneous observations. Let us recall that PCA linearly

IV. DATA CHARACTERISTICS

IIl. M ULTIVARIATE ANALYSIS TECHNIQUES

transforms correlated parameters into a set of uncorcelate | unique pages updates crawling interval
parameters, i.e., the principal components (PCs). Thase co '\CAgNBC 2'322 g.ggg 1321 gays
. . . . , s ays
ponents, ran_ked in dec_rea_smg_ order o_f |_mportance, explain Reuters 15157 3734 63 days
and summarize the variability in the original data. Table |
anle

After the SeIeCtion Of the number Of prinCipal Components CHARACTERISTICS OF THE DATASETS OF THE THREE NEWS WEBSITES
to be retained, clustering is applied to the data repredente
in the m-dimensional subspace defined by the firstPCs.
Clustering allows us to build groups with homogeneous . . :
characteristics from heterogeneous data such that the vaﬁ(_)ntent_’ thf'ﬂ IS, NEWS stories, the corresponding datasets
ance within groups is minimized and the variance amoncjjl1nfer significantly in terms of both number of Web pages
groups is maximized. The groups identified by clustering http:/Awww.cnn.com
are such that observations within each group are suffigientl  2p¢p:/sww.msnbe.com
similar to be treated identically for the purpose of anyHert 3http://www.reuters.com



Changes/hour

and number of updates. Moreover, it is interesting to point
out that even the percentage of pages involved by updates
varies from site to site. For example, updates involve more
than half pages downloaded from the CNN and MSNBC
websites, and only 15% of the pages of the Reuters website,
thus showing the different policies adopted by individual
websites with respect to their content management.
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V. EXPERIMENTAL RESULTS

To study the dynamics of the websites we focus on the
number of changes per hour of their content. Let us recall
that changes refer to uploads of new Web pages or updates
of existing ones. We do not consider page removal as pages
seldom disappear from the sites even though their hyperlink
may disappear from the front pages.

Figure 1 shows the temporal patterns of the changes
detected for the MSNBC website over a two weeks interval.
We observe significant fluctuations and diurnal patternk wit
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Figure 1. Changes per hour of the MSNBC website over a two sveek
interval. The labels on the axis are centered at 12 noon.
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most changes concentrated during the day and much fewer =1
over night. On average, during the entire crawling interval
we detect 6.1 changes per hour. Moreover, we identify
similar characteristics for the change patterns of therothe ©
two websites, even though their average number of changédgure 2. Box plots of the distribution of the number of cheman the
is slightly larger, namely, 7.1 and 12.5 changes per hour foyarious hours for CNN (a), MSNBC (b) and Reuters (c) websites
the CNN and Reuters websites, respectively.

To explore the properties and model the temporal patterns
characterizing the change dynamics, we analyze the data&o measures of dispersion, namely, the ranges and inter—
collected on each website under two different perspectivesjuartile ranges of the distributions. In particular, thepep
namely, individual hours and daily patterns. In particular and lower boundaries of each box correspond to the first
investigate the variability of the number of changes in eactand third quartiles. The figure confirms the clear diurnal
hour, we pool the data of the corresponding hours. On th@atterns characterizing the number of changes. In addition
contrary, to discover similarities across days, we describeven though each crawling interval spans several weeks, the
each day of our crawling intervals in terms of the numbervariability within the individual hours is in general rathe
of changes in each of the 24 hours. small. Nevertheless, we observe some interesting difte®n

The box plots of Figure 2 summarize the distributionsamong the sites. In the CNN website, most changes occur
of the number of changes in each hour computed oveat 9am or earlier, as denoted by the corresponding peaks.
the entire crawling intervals. The diagrams display theOn the contrary, the peaks are slightly shifted towards late
medians, denoted by the solid lines drawn in each box, antours in the case of the MSNBC and Reuters websites, thus



highlighting significant differences in how the content of
each website is uploaded and managed.

A deeper inspection of the box plots shows possible out-
liers in the data. In particular, we notice some ranges much
bigger than the corresponding inter—quartile ranges. Ehis
the case, for example, of the hourly changes detected for the
MSNBC website at 2am and 4am, whose ranges are about
an order of magnitude bigger than the corresponding inter—
quartile ranges. We will further explore these anomalous
behaviors when analyzing the daily patterns.

To discover similarities in the change patterns across,days
we apply clustering techniques to the observations, is/sd
represented as points in the multidimensional space of thei
parameters. As already pointed out, a day is described by 24
parameters, each referring to the number of changes détecte
in a given hour, that is, from 1am until midnight.

To simplify the description of the datasets and the corre-
sponding models, as an intermediate step towards clugterin
we apply the Principal Component Analysis. Moreover, to
further investigate the presence of outliers, we resort to
statistical and visualization techniques. In detail, taowdr
taneously display multivariate data, we plot the Andrews
curves of the observations in the space of the principal
components [3]. Each curve is defined fobin the range
[—7, 7] by the following function:

ft) = 2z1/V2+ 2z sin(t) + z3 cos(t) + z4 sin(2t) +
+25 cos(2t) + ... + 223 cos(11t) 4 za4 sin(12t)

wherezy, 2o, ..., 224 denote the principal components of the
individual days. Figure 3 plots the Andrews curves that
summarize the behavior of the various days. We emphasize
that in these types of diagrams, outliers usually appear as
single Andrews curves that look different from the rest.
In our case, the large datasets make the diagrams rather
difficult to interpret. Nevertheless, a deeper inspectioons
two potential outliers in the MSNBC dataset. Hence, we
complement this conjecture with some quantitative measure
of the dissimilarities across days by computing the corre-
sponding Mahalanobis distances. The maximum distance is
equal to 66.42, that is, about three times bigger than the ©
median of the corresponding distribution. In addition, itsFigure 3. Andrews curves of the CNN, MSNBC and Reuters olasiens
98th percentile is equal to 62.03, whereas its 97th is equal tPlotted in the space of their principal components.
46.29. Thereby, these results confirm the presence of the two
outliers visually identified. We emphasize that these ersli
are also responsible of the anomalous behaviors shown ihhe second component, that is orthogonal to the first one,
the box plot (see Fig. 2 (b)). summarizes the largest remaining variance, that is, 13.2%,
After the removal of the two outliers, we apply the PCA to 7.98% and 8.49%, respectively, and so on.
the new datasets. Table Il presents the eigenvalues obtaine To characterize and evaluate the relationships between
from the correlation matrix and the cumulative percentageshe principal components and the original parameters de-
of the variance explained by the first ten PCs of thescribing the hourly changes of each day, we compute the
CNN, MSNBC and Reuters datasets. The first componentorresponding coefficients of correlation, i.e., the logdi
summarizes the largest part of the variance of each of thef the parameters on the principal components. These coef-
three datasets, i.e., about one third of their overall vaga ficients provide estimates of the information shared betwee
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Figure 4. Correlations of the 24 parameters in the spaceinfipal components 1 and 2 for the CNN (a), MSNBC (b) and Rsute) datasets.

0.0

CNN MSNBC Reuters . .
Eigen | Perc. Eigen | Perc. Eigen | Perc. that this component describes for every dataset coqtrasts
PC | value | cum. var. || value | cum. var. || value | cum. var. among the parameters. These contrasts are characterized by
% ;-ig? il‘-gg ?-gﬁ ﬁ-il) g-gg;‘ ii-zg a clear pattern for the CNN dataset (see Fig. 4 (a)), where the
3| 1878 | 5267 1684 | 4850 1585 | 5103 points lie in dlfferent_5|_des qf the horizontal axis, namély
4| 1.123| 5735 1.352 | 54.13 1.362 | 56.70 above and the remaining nine below the axis. In the case of
g 8-38‘2‘ gé-gg i-ggi gg-gg i-égg gé-ig the MSNBC dataset (Fig. 4 (b)), PC 2 is characterized by
71 0878|6801 0osa| 6782 1023 | 7039 some large negapve loadings corresponding to parameters
8] 0811 | 7229 0.931| 7170 0.934 | 74.28 22, 23 and 24. Finally, for the Reuters dataset, we observe
1?) 8-;;1 ;gig 8-%2 ;g;g 8'25792 gg-i(l) (Fig. 4 (c)) that about one third of the correlations are very
: : : : . : small, hence, the impact of the corresponding parameters
Table Il on this PC is negligible, whereas larger correlations are

EIGENVALUES OF THE CORRELATION MATRIX AND CUMULATIVE
PERCENTAGES OF THE EXPLAINED VARIANCE OF THE FIRST TEN
PRINCIPAL COMPONENTYPC).

associated with parameters describing the changes intthe la
evening hours.

The projections of the observations in the space of their
first two principal components are plotted in Figure 5. Let us
remark that these two dimensions represent slightly lems th
45% of the total variance of the CNN and Reuters datasets,
the parameters and the PCs. Figure 4 plots, in the circland some 42% for the MSNBC dataset. The convex hulls
of correlations, the 24 parameters on the two dimensionsuperimposed on each diagram identify the areas covered by
corresponding to PCs 1 and 2. The parameters, labeled ihe various days of the week. As expected, weekdays and
the figure from 1 to 24 according to the hour they refer to,weekend days lie in very different areas of the diagrams.
are represented as points whose coordinates correspond Toeir separation is mainly explained by the first principal
their loadings on the two PCs. Thus, the positions of thecomponent. Moreover, weekend days overlap to a different
points in the circle denote the relative importance of theextent. An analogous remark applies to weekdays, even
parameters for the PCs. By looking at the individual circles though, in general, we notice a larger degree of dispersion
we can see several differences. For the CNN and Reutersainly explained by PC 2.
datasets, all loadings on the first PC are positive. In aaiiti Clustering techniques are then applied in the space of the
for the CNN dataset, almost all loadings are about equalprincipal components. Since the objective is to use a number
This means that each parameter is evenly represented in tlié PCs much smaller than the number of parameters without
linear combination. Thereby, the first principal componentany significant information loss, we base their selection on
can be interpreted as an overall dimension that does ndhe corresponding eigenvalues (see Table Il). More specifi-
clearly differentiate the number of changes in the variousally, we retain the components whose eigenvalues arerlarge
hours. On the contrary, for the MSNBC dataset, we observéhan the average, that is, larger than one. According to this
two negative loadings as well as some points very closeriterion, instead of using 24 parameters, we use five, six
to the center of the circle, thus indicating the limited and seven PCs, explaining about 61%, 64% and 70% of
contributions of corresponding parameters in the desoript the variance of the CNN, MSNBC and Reuters datasets,
of PCs 1 and 2. By analyzing in more detail the correlationgespectively. Note that for the CNN dataset we include the
associated with the second principal component, we noticéfth PC since its eigenvalue is almost equal to one, namely,
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Figure 5. Scatter plots of the observations in the space iatipal components 1 and 2 for CNN (a), MSNBC (b) and Reute)sdatasets with
superimposition of the convex hulls for the various dayshef week.

" datasets yields subdivisions in three clusters. Tableuith-s
o marizes the composition of the various clusters. The table
] CNN MSNBC Reuters
< Cluster Cluster Cluster
1 2 3|1 2 3|1 2 3
E o Monday 2 11 2 1 6 5 0 5 4
* Tuesday 0 10 4 o 4 6| 0 o0 9
7 Wednesday 0 11 4 0 7 5 0 2 7
Thursday 0 11 4 0 4 8 0 0 9
1 Friday 0 12 3| 0o 11 1{ o 7 2
o Saturday 15 0 0|l 12 0 0 9 0 0
Sunday 15 0 0| 12 0 0 9 0 0
# of observations| 32 55 17| 25 32 25|/ 18 14 31
Table Il
Figure 6. Dendrogram obtained for the Reuters dataset. COMPOSITION OF THE CLUSTERS OBTAINED FOR THE THREE DATASETS
0.994. reports the number of observations of each cluster and their

Among the various clustering techniques, we apply abreakdown across days of the week. Clustering confirms
hierarchical algorithm that computes the similarity betwe the separation between weekdays and weekend days, also
pairs of observations according to the Euclidean distancehighlighted by the convex hulls of Fig. 5. Moreover, the ob-
Moreover, the dissimilarity between clusters is based en thservation referring to weekend days are very homogeneous
Ward method that relies on the analysis of variance, thaand belong to a single cluster which contains very few, if
is, the total sum of squared deviations from the mean of @ny, other observations. On the contrary, most obsenation
cluster [12]. referring to weekdays belong to two clusters.

A graphical representation of the results of the cluster- The centroids of the three clusters obtained for the Reuters
ing applied to the observations of the Reuters dataset idataset are presented in Table IV. As can be seen, the duster
shown in Figure 6. The dendrogram plotted in the figure

displays the observations, whose labels have been omitted | PC1| PC2| PC3| PC4| PC5| PC6| PC7
L . o1 | -4111| 0302 0.194| 0.127| -0.177 | 0.033 | -0.058

for legibility, and the sequence of clusters. The heights of /5 | 0020 -1.301| -0207 | -0252 | 0.789 | -0.190 | 0.208

the tree represent the distances between the clustersand arl 3 | 2.378 | 0.413| -0.019 | 0.040 | -0.253 | 0.066 | -0.060

proportional to the within-clusters variance. By prunihg t Table IV

tree at a given level, we obtain the branches that describeCENTROIDS OF THE THREE CLUSTERS OBTAINED FOR THREUTERS

the clusters. The horizontal dotted line drawn in the figure DATASET.

at height one corresponds to the level of our pruning. As a

result of this cut, we obtain three subtrees each repregpenti

a cluster. These clusters group 18, 14 and 31 observatiorse very well defined. PC 1 clearly contrasts cluster 1 with

each. cluster 3, whereas PC 2 contrasts cluster 2 with clusters
The same approach applied to the CNN and MSNBC1 and 3. Similar remarks apply to the remaining PCs. In



particular, we notice that in clusters 2 and 3, five PCs out othus allowing for the analysis of multiple datasets cobect

seven have opposite signs. Let us recall that the positiye bion different websites.

loadings on the first PC denote its strong direct correlation As a future work, we plan to study the dynamics of

with the original parameters, whereas PC 2 is stronglywebsites deployed in different application domains, e.g.,

correlated with the parameters describing the changes imstitutional websites, personal websites, blogs, sooé!

late evening hours. Thus, the observations of cluster 1 araorks, and introduce additional metrics to explain their

characterized by few hourly changes, whereas in cluster 8omplexity.

we find observations with many hourly changes mostly

concentrated in late morning hours. Cluster 2 is a small

cluster whose observations are characterized by few clsange[1] E. Adar, J. Teevan, S. T. Dumais, and J.L. Elsas. The

in the late evening hours. web changes everything: Understanding the dynamics of web
The clusters obtained fo the CNN and MSNBC datasets  Son/8L. IF10e of e Secend AC it Cont or el Seach

exhibit similar behaviors. In detail, for both websites PC 1

contrasts cluster 1 with clusters 2 and 3, whereas PC 2[2] E. Adar, J. Teevan, and S.T. Dumais. Resonance on the Web:

contrasts cluster 2 with cluster 3. Again, the observations  Web dynamics and revisitation patterns.Rroc. of the 27th

of these two clusters mainly differ in terms of number of ~ Int. Conf. on Human factors in computing systems - CHI'09

changes in the early morning hours and in the late hours pages 1381-1390. ACM, 2009,

of the day. Moreover, for the MSNBC dataset we identify & (3] p. F. Andrews. Plots of High-Dimensional DatBiometrics

cluster that groups the observations with the largest numbe  28(1):pp. 125-136, 1972.

of changes in the afternoon hours. A BE. Brewinat 4G, Cvbenko. How d < is the Web?

H H 4 i .E. brewington an . enkKo. HowW namic IS the VveD

It is worth to point out that the classification process [4] Computer l\?etworksSB(l-G%:ZS?—Z?G, 20(3)/0.

applied in the space of the principal components is very

robust. Despite of the small number of PCs used to describgs) M. Butkiewicz, H.V. Madhyastha, and V. Sekar. Charac-

each observation, the groups identified by this approach do terizing Web Page Complexity and Its ImpadiEEE/ACM

not differ from those obtained using all the 24 original Transactions on Networkin@®@2(3):943-956, 2014.

parameters.
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